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Aims

In this DCR-CTU lecture we dare a look into the crystal ball and 

discuss some key elements of prognostic modelling from a 

regression modeling perspective.

No (or hopefully less) crystal ball anymore 🤞🏼



Premise of prognostic models in clinical 
research

Prognostic models are tools

- (shared) decision making between patients and clinicians

- a better understanding of disease determinants

- health economic evaluation and benchmarking

- which are communicable, implementable and reproducible



Instruction manual of the crystal ball

Development phase

Prognosis aim, study outcomes, study design, candidate predictor selection, statistical 

model

Validation phase

Performance assessment and internal validation

Performance in new patients (external validation)

Impact phase

Does the model improves decision making and patient outcomes?



Development phase



Study aim for clinical prediction models



Clinical practice: Diagnosis, clinical decision making

Economic evaluation: Benchmarking

Public health: Preventive interventions

Research: Inclusion in RCTs

Study population, outcomes and candidate predictors are 
tailored to the prognosis aim.

Study aim for clinical prediction models



Study design

Design Example Pros Cons

Prospective designs Multicenter RCTs Data quality Generalizability

Retrospective design Patient records Simple, costs Patient selection

Registries Cancer / Insurance Large, coverage Outcome assessment

Case-control Rare diseases Simple, costs Choice of controls



Dear Statistician.

 

I want to develop a prediction model, how much patients do 
I need?

Sample size



- Often used rule of thumb «10 events per variable (EPV)» is 
too simple (doi: 10.1177/0962280218784726)

- Sample size depends on more: For example, outcome 
proportion and expected predictive performance

- Guidelines

Riley et al. Calculating the sample size required for developing a clinical 
prediction model (doi: 10.1136/bmj.m441)

Or ask your statistician of trust at CTU Bern for support!

Sample size



Candidate predictor selection



«Ideally, candidate predictors are selected without studying the 
predictor-outcome relationsship in the data under study.»

Steyerberg, Clinical Prediction Models, Springer

Good starting point:
Choose 5-20 predictors based on literature and expert knowledge

Candidate predictor selection



‘Automated’ predictor selection



’Statistical’ selection procedures: Doable, but…

- introduce ‘variable selection bias’ based on arbitrary cut-
offs (p<0.05)
- might lead to biased coefficients
- moves towards an estimation problem for exploration, not 
a prediction problem

Depends study aim and context (e.g. large studies)!

‘Automated’ predictor selection



Statistical model

Multivariable prediction model
(here: binary outcome)

🤸🏽🍎
🥬🍷🏋🏼 ➡️ 🧠

🥐🍟 💀
🌡️🧬💊

Y=1 vs Y=0



Statistical model

Multivariable prediction model
(here: binary outcome)

🤸🏽🍎
🥬🍷🏋🏼 ➡️ 🧠

🥐🍟 💀
🌡️🧬💊

Y=1 vs Y=0



Statisticians at work!



Output from statistical model

Observed outcome P(Y=1)

👨🏾🦱 ❌ 0.219
👳🏻 ❌ 0.550
🧑🏻🦰 ✅ 0.604
👩🏼🦲 ✅ 0.346
🦸🏼 ❌ 0.010



Validation phase



Validation

Observed death P(Y=1)

👨🏾🦱 ❌ 0.219
👳🏻 ❌ 0.550
🧑🏻🦰 ✅ 0.604
👩🏼🦲 ✅ 0.346
🦸🏼 ❌ 0.010

Good/poor?



Terminology: Optimism

Observed death P(Y=1)

👨🏾🦱 ❌ 0.219
👳🏻 ❌ 0.550
🧑🏻🦰 ✅ 0.604
👩🏼🦲 ✅ 0.346
🦸🏼 ❌ 0.010

True population

Development sample

Too optimistic estimates?

“What you see may not be what you get.”

👨🏽🌾 ❓ ❓
👨🏻⚕️ ❓ ❓



- Optimism: True performance vs development performance 
(internal validation process)

- Overfitting is a statistical problem which occurs when too many 
variables are fitted in a model with too few events

- Overfitting leads to optimism

- Internal validation and “shrinkage methods” try to minimize 
optimism

Optimism and overfitting



Validation process

Validation phase

Internal validation:

Optimism

Bootstrapping

Cross validation

Shrinkage

Performance 

assessment:

Overall performance

Discrimination

Calibration

External validation:

Performance in new 

patients?

Performance in different 

centers/periods?



Performance assessment

Performance assessment

Observed vs predict event ratesDistinction between individuals

with and without event

CalibrationDiscrimination



- AUC=area under receiver operating characteristics curve

- Binary outcomes: c-statistic=AUC

- A value between 0.5 (uninformative model, coin flip) and 1
(perfect discrimination)

Discrimination

Source: doi: 10.1002/sim.6195



Levels of calibration

Observed event rate equals

average predicted risk?

Over- or underestimation 

of risk?

Predicted risks 

correspond 

to observed

event rate?

Mean Weak Moderate

Level 1 Level 2 Level 3

Strong

Level 4

Predicted risks 

correspond 

to observed

event rate among all

covariate patterns

https://doi.org/10.1016/j.jclinepi.2015.12.005

https://doi.org/10.1016/j.jclinepi.2015.12.005


Discrimination and calibration

Hosmer−Lemeshow test for large samples: p=0.054

Brier score: 0.067

ICI: 0.134, E50: 0.032, E90: 0.463, EMax: 1.000

Mean calibration: −0.004, 95%CI (−0.035 to 0.027)

Calibration slope: 1.011, 95%CI (0.989 to 1.034)

AUC: 0.886, 95%CI (0.882 to 0.890)

1

2

3

4

5

6

7
8

9

10

0.00

0.25

0.50

0.75

1.00

0.00 0.25 0.50 0.75 1.00

Predicted probability

A
c
tu

a
l 
p
ro

b
a

b
ili

ty

Calibration curve fitted with locally estimated scatter plot smoother (LOESS).
Squares indicate r isk decile groups.

Hosmer−Lemeshow test for large samples: p<0.001

Brier score: 0.100

ICI: 0.143, E50: 0.045, E90: 0.471, EMax: 1.001

Mean calibration: −1.419, 95%CI (−1.450 to −1.388)

Calibration slope: 0.872, 95%CI (0.853 to 0.891)

AUC: 0.864, 95%CI (0.860 to 0.869)
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Calibration curve fitted with locally estimated scatter plot smoother (LOESS).
Squares indicate r isk decile groups.

Source: 10.1016/j.jclinepi.2021.11.028



The myth about data splitting for ‘validation’

https://doi.org/10.1016/j.jclinepi.2015.04.005

https://doi.org/10.1016/j.jclinepi.2015.04.005


The myth about data splitting for ‘validation’

- Inefficient use of data (poorer model is developed)

Better solution for ‘validation’:

- For large samples: Internal-external validation

- For small samples: Bootstrapping or cross-validation

Important note: Machine learning approaches make us of data 
splitting methods (test and training) for internal optimization!



Good model ‘performance’ in one study population does not 
imply good model performance in new patients

New patients = Patients from different centres, countries or times 
(different, but similar!)

External validation



(Internal-)external validation

https://doi.org/10.1016/j.jclinepi.2015.04.005

Test for generalizability

Assessment of 
hetereogenity

Not random!

https://doi.org/10.1016/j.jclinepi.2015.04.005


(Internal-)external validation

10.1016/j.jclinepi.2021.11.028

https://doi.org/10.1016/j.jclinepi.2021.11.028


Reasons for poor validity

“There is no such that thing as a validated prediction model!”
https://doi.org/10.1186/s12916-023-02779-w

- Modelling aspects: Small samples, overfitting, optimism

- Population differences, changes of over time

- Definition, coding and assessment of predictors/outcomes 
differ across hospitals and time



Reasons for poor validity

“Rather, the current focus on developing new models should 
shift to a focus on more extensive, well-conducted, and well-

reported validation studies of promising models.”

https://doi.org/10.1186/s12916-023-02779-w
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